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back in 2016,
The US saw a battle
for the ages:




Over the course of this
election, one of the
hottest topics in the
news cycle was “fake
news".
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SINCE THE 2016 PRESIDENTIAL ELECTION, an

increasingly familiar narrative has emerged concerning the
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' f B) Maria Ressa @

\ariaressa

is part of a global attack against journalists.
First used in PH by one of President Duterte’s anchor
bloggers, it's been used to attack journalists in the US,
India, South Africa - along with the march of cheap
armies on social media.

£y Lynzy Billing @ @LynzyBilling - Feb 28
Replying to @mariaressa and @washingtonpost

I'm seeing a pattern: 28 tweets with the word "“presstitute”...

example of a journo practicing presstitute...
r\cpw i ILJ L\ -\'»-"_},r'l 1.;‘)"L,)ftlfl |‘:J \Wwyvasi i .l:JILUI I[JUDL al iUl

(@Re( ;w Cabato

Only fools would beleive this lazy ass
bitch




We ask ourselves:

what is the
effect of %
media bias 4

to human

perception?




and what has
data science

got to do £Ys
with it? @




natural
language
models try to
approximate
how humans
understand
natural language



Introducing GPT

Generative
Pretraineo
Transformer



GPT2

large-scale
unsupervised

language model

© OpenAl



who?

mImEm BUSINESS CULTURE GEAR IDEAS SCIENCE SECURITY TRANSPORTATION SIGN IN

The Al Text Generator That's Too Dangerous to Make Public

Researchers at OpenAl decided that a system that scores well at understanding language could too easily be manipulated for malicious
intent.




GPT

predict the next = -
word, given all of %
the previous :

words within =~ © ¢
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Can we train GPT2 to
understand ang,

generate context @

more importantly,

based on articles
from different news
outlets?



what is transfer learning?

knowledge transter
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Ehe New Pork Eimes .
FOX The .
. News|  ilantic

18 American Publications
200,000+ articles
2015-2017

News Dataset



GPT2

TN We train:
EEE > 18 models ‘.,?’
= - > ~355M

Parameters



But first...
let’'s define some terms

[ J [ J [ J [ J
Polarity Subjectivity
How positive or negative is How objective or subjective is
the overall sentiment? the overall text?

Positive sentiment Obiject sentiment

“| love this cake, it's the “This cake has chocolate.”
best!”

Negative sentiment Negative sentiment
“This is the worst cake I've “This cake tastes very good!”
ever eaten. | hate it.”




The
Results

We fed our trained
models, one for
each major news
outlet in the US,
and asked them to
complete the
following prompt:

“Hillary Clinton...”



The
Results

Disclaimer: These results are all completely
generated by the re-trained GPT-2 Model, and no

human involved in creating these fake news
articles.



Atlantic

Donald Trump’s #1 target: the
undocumented, and the millions of
undocumented immigrants who are
already here, including children, will be
here for at least the next four decades.,
These are the people the president wants
to deport: mothers who care about their
children, elderly people who keep a home
for their grandchildren, and people who
have committed no crime.



BUSINESS
INSIDER

Hillary Clinton-aligned groups, the
Democratic Party has an opportunity to
take a significant step toward rebranding
itself as the party of the working class, the
party of the underclass, and the party of
immigrants. Breitbart, the far-right news
website known for its tough-on-crime
stance, is often associated with the alt-
right, a far-right movement that
advocates for the use of harsh
immigration policies to combat illegal
immigration.



A look at subjectivity
and polarity in media.

We look at the performance of our trained model
for each news outlet with regard to all the
articles for Trump and Clinton.

In this sense, we can say that the learned

representations of the model are a snapshot of
the overall news outlet.
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Atlantic

Ehe New York Times

REUTERS

subjectivity
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Transfer Learning Media Bias






